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The Rise of ‘Big Data’

The past few years have seen significant advances in
the production and availability of high-capacity analyti-
cal information technology solutions. Those solutions
provide the tools with which businesses, both big and
small, are able to capture, translate and utilise high-
value, high-velocity and high-variety information — so-
called ‘‘big data’’.

In business terms, big data enables organisations to
better understand their processes and customers. It
can be used as a tool for measuring, predicting, plan-
ning and improving. In many respects, it is transform-
ing the way in which businesses think. In legal terms,
big data presents big questions, including how organi-
sations that collect and process such vast amounts of
information ensure that they do so within the frame-
work of legal and regulatory restrictions.

Big Data and the Law

On July 28, 2014, the U.K. Information Commission-
er’s Office (the ‘‘ICO’’) published its report ‘‘Big data
and data protection’’ (the ‘‘Report’’). The ICO was
keen to explore the legal issues raised by big data and,

in particular, how the processing of personal data in
this new landscape impacts the data protection prin-
ciples in the U.K. Data Protection Act 1998 (the
‘‘DPA’’) and the proposed EU General Data Protection
Regulation (the ‘‘Regulation’’) to replace the EU Data
Protection Directive (95/46/EC) (see analysis at WDPR,
February 2012, page 4).

The Report was compiled following one year’s re-
search, between June 2013 and June 2014, during
which time the ICO analysed various reports and ar-
ticles, conducted practitioner interviews and discussed
the topic with experts at conferences and seminars.
However, big data is a fast-evolving phenomenon, and,
whilst the resulting Report is comprehensive, the ICO
readily admits it is ‘‘subject to improvements and
amendments in the future’’.

The Report recognises that not all instances of big data
analytics involve the processing of personal data. It
uses the examples of climate and weather data, which
can be collected and used to enable new discoveries
and improved services, and data collected from GPS-
enabled buses to report arrival times to passengers.
The collection and processing of such data does not
fall within the scope of the DPA or the Report. Rather,
the ICO’s principal concern is where organisations col-
lect and process data which is either entirely, or in
some part contains, personal data. In these circum-
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stances, the ICO notes that such organisations ‘‘must en-
sure they are complying with their obligations under the
DPA’’.

It is clear that the ICO considers the current legal

and regulatory landscape as being fit for purpose in

the age of big data.

In 2012, the ICO published guidance (‘‘Determining
what is personal data’’) on the definition of ‘‘personal
data’’, which, broadly speaking, is data which relates to
an identifiable living individual. The ‘‘identifiable’’ ele-
ment means that either the data per se enables the indi-
vidual to be identified, or the data combined with other
information can enable the individual to be identified.
In its Report, the ICO refers to certain examples of per-
sonal data which may feature in big data analytics. These
include data from monitoring devices which are used on
patients in clinical trials, mobile phone location data,
data on purchases made with loyalty cards and biomet-
ric data from devices worn on the body.

The Report focusses on three key legal considerations in
the context of processing personal data as part of big
data analytics:

s the need for a data processor to adhere to the first
principle of the DPA (namely, fairness and lawful-
ness);

s the need for a data processor to be clear with data
subjects about the purpose for which their data will
be processed; and

s the need for processing of personal data to be
aligned with the DPA’s concept of ‘‘data minimisa-
tion’’.

The Condition of Fairness and Lawfulness

The Report notes that personal data must always be pro-
cessed in accordance with the first data protection prin-
ciple of the DPA, namely, fairness and lawfulness. Fair-
ness, the ICO says, should be any organisation’s first
consideration in the context of big data analytics.

To ensure that the processing of personal data is fair,
data processors need to be transparent with data sub-
jects and consider the effect of such processing on those
data subjects. The Report highlights the well-publicised
example of the Target retail chain in the U.S., which
used a complex algorithm to determine the due date of
a woman’s baby based on the dates of certain purchases
from its stores. On the basis of this algorithm, a female
high school student received coupons for pregnancy
and baby products which Target deemed were appropri-
ate to the stage of her pregnancy. The student’s father
complained to Target on the basis of her age and the
fact that she was not pregnant, only to subsequently find
out that she was. The Report notes that the U.S. has a
different data protection regime to the U.K.’s, but nev-
ertheless uses the example for the purposes of explain-

ing when issues of fairness and customer expectations
can arise in the context of big data.

The Report also notes the following in relation to fair-
ness, transparency and privacy:

s The concept of transparency, which is incorporated
into the DPA in the form of a ‘‘fair processing no-
tice’’, needs to be promoted by organisations at an
early stage, i.e., at the point of collection;

s If data is processed for the purpose of making deci-
sions about an individual (such as calculating his or
her insurance premium) rather than merely contrib-
uting to research, then ‘‘the assessment of fairness
must be even more rigorous’’; and

s If the processing of an individual’s data could result
in profiling, for example, assessing creditworthiness
based on a person’s location, spending habits or con-
tacts, care must be taken not to perpetuate stereo-
types or bias — particularly where the decision is
based solely on an automated process.

Not only must the processing of personal data be fair
and transparent, but it must also meet further condi-
tions set out in the DPA. Of these, the most relevant in
the big data context are:

s consent;

s whether processing is necessary for the performance
of a contract; and

s the legitimate interests of the data controller or other
parties.

With regards to consent, the ICO makes clear in the Re-
port that the ‘‘complexity of big data analytics should
not become an excuse for failing to seek consent where
it is required’’. Organisations should instead select an
appropriate moment at which to notify data subjects of
the purpose for which their data will be used, and re-
spect the data subject’s specific consent (or lack thereof)
when processing data.

Processing of personal data does not always require con-
sent. There is an exception to the consent requirement
if it is necessary to process personal data where the data
subject is party to a contract. As the Report points out,
in the context of big data, not all of the subject’s per-
sonal data may be strictly ‘‘necessary’’ for the processor
to carry out a particular function. The ICO uses the ex-
ample of data subjects who supply credit card details,
names and addresses in order to complete online pur-
chases. If other personal data is processed, it may not be
strictly necessary to complete the purchase. However, if
online payment methods were to adapt in future, then
processors may be able to rely on this condition of ne-
cessity to complete a data subject’s transaction.

More complex still is the alternative condition, that the
data should be processed in the legitimate interest of
the data controller or third parties. Those interests may
include market research or ensuring the security of the
subject’s data or the controller’s information technology
systems. The processing for such a purpose again needs

2

09/14 COPYRIGHT � 2014 BY THE BUREAU OF NATIONAL AFFAIRS, INC., WASHINGTON, D.C. WDPR ISSN 1473-3579



to be necessary, and not merely desirable, for the data
controller. The interests of the data subject need to be
balanced against the controller’s legitimate interests, us-
ing what the Report calls ‘‘a complex assessment involv-
ing a number of factors’’. Where big data is concerned,
there is perhaps an argument to be made that the col-
lection of vast amounts of personal data requires even
greater deference to the data subject’s privacy, though,
as always, this balance has to be struck on a case-by-case
basis.

The Purpose Limitation

Processing personal data is often carried out with a spe-
cific purpose in mind, such as determining the health
of, or a treatment plan for, a patient, or allowing compa-
nies to see what their customers are buying in order to
track stock levels or trends. However, high-value, high-
velocity and high-variety information means that organi-
sations could use the data for any number of different
purposes, sometimes outside the scope for which that or-
ganisation has received the data subject’s consent. This
‘‘repurposing’’ of data is something which the ICO is
particularly keen to ensure takes place within the frame-
work of the DPA.

The second data protection principle under the DPA,
the purpose limitation, creates a two-part test:

s first, the purpose for which the data is collected must
be specified and lawful; and

s second, if the data is further processed for any other
purpose, it must not be incompatible with the origi-
nal purpose.

One of the key benefits to collecting vast amounts of
data is the way in which it enables organisations to re-
alise almost endless (and perhaps initially unpredicted)
purposes for which to use that data.

But is this benefit at odds with the purpose limitation?

The ICO considers that it might not be. The Report
talks about the purpose limitation as being something
more akin to a ‘‘non-incompatibility’’ limitation. It refers
to the EU Article 29 Data Protection Working Party’s
April 2013 opinion on purpose limitation1 , which refers
to ‘‘functional separation’’ as a means of setting safe-
guards for dealing with big data (see analysis at WDPR,
May 2013, page 4). So, for example, data which is initially
processed for statistical purposes or other research pur-
poses should not be available to support measures or de-
cisions that are taken with regard to the individual data
subjects concerned (unless specifically authorised by
those data subjects).

The ICO considers that the question of compatibility
can be assessed by reference to fairness. It cites the fol-
lowing example: ‘‘If information that people have put
on social media is going to be used to assess their health
risks or their credit worthiness, or to market certain
products to them, then unless they are informed of this
and asked to give their consent, it is unlikely to be either
fair or compatible’’.

Data Minimisation

It is not just the issue of purpose limitation which ap-
pears to sit at odds with big data. The DPA also refers to
the concept of ‘‘data minimisation’’ in two of its key
principles: first, that personal data shall be adequate, rel-
evant and not excessive in relation to the purpose or
purposes for which it is processed, and second, that per-
sonal data processed for any purpose or purposes shall
not be kept for longer than is necessary for that purpose
or those purposes. Big data, by contrast, is concerned
with the collection of vast quantities of data.

However, the Report states that data minimisation need
not be at odds with big data analytics. So long as organi-
sations are able to articulate at the outset why they need
to collect and process particular datasets, the collection
of big data may be perfectly ‘‘adequate, relevant and not
excessive’’ in relation to that objective. However, organi-
sations should not leave it until after the collection and
processing of personal data to determine whether it has
been an ‘‘adequate, relevant and not excessive’’ exercise.

‘‘Big data is not a game that is played by different

rules’’.

ICO Report

With regards to data retention, again the ICO states that
big data need not mean excessive retention. In fact,
from the research conducted as part of the background
to the Report, the ICO did not find any evidence of or-
ganisations changing their existing data retention peri-
ods solely on the basis that big data analytics were being
utilised. The ICO states that, if organisations wish to re-
tain big data for longer than is necessary, they should
have considered the reasons for doing so, which can be
articulated to the data subjects in question.

Anonymisation

The data protection principles in the DPA apply only to
personal data and not to fully anonymised data. There-
fore, anonymisation can be a tool to help organisations
to carry out innovative analytics or storage.

The Report notes that some examples of big data analyt-
ics require only anonymised data, such as Telefónica’s
Smart Steps tool2 , which tracks crowd movements based
on mobile phones linked to its network, or during clini-
cal trials to ensure that patient details are stripped out
before the remaining data is used for research purposes.

However, it is important to note that organisations
which anonymise data before using it for a particular
purpose must take steps to reduce the risk of re-
identification. Those steps must be proportionate to the
risk. In November 2012, the ICO published an anonymi-
sation code of practice which provides guidance on data
anonymisation3 .

Notably, the ICO points out in its Report that anonymi-
sation should not be seen as a way to bypass the regula-
tory burden of the DPA on data processors. Rather, it
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should be seen as a tool to prevent and mitigate the ef-
fects of data and security breaches. As data processors
gather more and more information on data subjects, the
risk of such breaches and their effects increase consider-
ably. Depending on the nature of the organisation and
the use or uses to which it intends to put big data, ano-
nymisation therefore could be a tool worth considering
from a risk management perspective.

Big Data and the EU Regulation

The Regulation is in draft form and does not currently
have legal effect in the EU. Nevertheless, the ICO indi-
cates that certain of its provisions are likely to affect big
data analytics. The ICO published a separate detailed re-
port in February 2013 on the likely impact of the pro-
posed Regulation4 (see analysis at WDPR, March 2013,
page 13).

With regards to the impact of the EU Regulation on big
data in particular, the Report notes that its provisions
are likely to cover the following points:

s data minimisation and anonymised data;

s an onus on data controllers to justify the processing;

s the need for transparency;

s building in data protection by design and default;

s a shift in the balance of power; and

s a possible extension of data protection duties to or-
ganisations outside the EU.

The Regulation also suggests ‘‘a desire to shift the bal-
ance of power in favour of the individual by giving them
more explicit rights over the processing of their per-
sonal data’’. In practical terms, this means giving data
subjects the right to object to certain processing, and
the need to view express consent in the context of the
bargaining power which the data subject holds.

Advice for Organisations Which Process Big
Data

The Report discusses a number of tools that can be util-
ised in order to ensure that data privacy rights are re-
spected and that data protection principles are com-
plied with when data is processed. One such tool is the
use of privacy impact assessments (‘‘PIAs’’). These are
used to assess whether the processing is fair, and to what
extent the individuals whose data is being used are likely
to be affected. In February 2014, the ICO published a
code of practice giving practical advice on how to con-
duct PIAs5 (see analysis at WDPR, April 2014, page 17),
which is linked to standard risk management method-
ologies. The Report also discusses the use of privacy by
design solutions, which includes measures such as ano-
nymisation techniques, access controls and audit logs,
and also data segregation. This approach seeks to find a
way to build privacy controls into systems from the out-
set.

As discussed above, the Report notes the importance of
transparency with regards to data collection and data

processing, with particular emphasis on the need for pri-
vacy notices. The arguments sometimes given against
the use of privacy notices with regards to big data analyt-
ics (e.g., that the algorithms used in big data are too dif-
ficult to explain in simple terms, etc.) are also discussed
in some depth and countered.

The Report looks at the approach taken by companies
in response to big data, and gives examples of compa-
nies that have implemented a framework to deal with
the issues which arise from it. Aimia, a company that op-
erates in the customer loyalty sector, has developed its
own set of data values, symbolised by the acronym
‘‘TACT’’ — Transparency, Added value, Control and
Trust. IBM is another company that has developed its
own ethical framework, which takes account of issues
such as the reliability of data and the consequences of
processing. These companies have developed internal
policies using their own initiative (and not just as a re-
sult of statutory obligations). Despite this, the Report
notes that many of their aspects echo the data protec-
tion principles which are contained within the DPA.

Conclusion

In summing up the Report, and the current approach of
the ICO to big data analytics, it is perhaps appropriate
to draw on one of the Report’s paragraphs:

Our view is that the basic data protection principles
already established in UK and EU law are still fit for
purpose in the big data world. The view that current
data protection principles are not adequate underes-
timates their inherent flexibility. Applying those prin-
ciples involves assessing the impact of the processing
on individuals and whether it is proportionate to the
aim being pursued in any particular case. It is true
that the current European data protection law was
drawn up in the early days of the internet and it is
right to look to update it to take account of how per-
sonal data is processed now. However, this does not
mean that basic data protection principles are no lon-
ger fit for purpose in the big data world, or that a new
data protection paradigm is required. Big data is not
a game that is played by different rules. (paragraph
130)

It is clear that the ICO considers the current legal and
regulatory landscape as being fit for purpose in the age
of big data. Therefore, it is important that organisations
using big data analytics do so by reference to the data
protection principles of the DPA, and perhaps consider
mechanisms, and implement policies, by which they can
ensure effective compliance in this brave new world.

NOTES
1 EU Article 29 Data Protection Working Party, ‘‘Opinion 03/2013 on
purpose limitation’’, available at http://ec.europa.eu/justice/data-
protection/article-29/documentation/opinion-recommendation/
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2 See http://dynamicinsights.telefonica.com/488/smart-steps.
3 U.K. Information Commissioner’s Office, ‘‘Anonymisation: manag-
ing data protection risk code of practice’’, available at http://
ico.org.uk/for_organisations/data_protection/topic_guides/~/
media/documents/library/Data_Protection/Practical_application/
anonymisation-codev2.pdf.
4 U.K. Information Commissioner’s Office, ‘‘Proposed new EU Gen-
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available at http://ico.org.uk/news/~/media/documents/library/
Data_Protection/Research_and_reports/ico_proposed_dp_
regulation_analysis_paper_20130212_pdf.ashx.

5 U.K. Information Commissioner’s Office, ‘‘Conducting privacy im-
pact assessments code of practice’’, available at http://ico.org.uk/for_
organisations/data_protection/topic_guides/~/media/documents/
library/Data_Protection/Practical_application/pia-code-of-practice-
final-draft.pdf.
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documents/library/Data_Protection/Practical_application/big-
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